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#### Abstract

A shape optimization method is used to study the exterior Bernoulli free boundary problem. We minimize the Kohn-Vogelius-type cost functional over a class of admissible domains subject to two boundary value problems. The first-order shape derivative of the cost functional is recalled and its second-order shape derivative for general domains is computed via the boundary differentiation scheme. Additionally, the second-order shape derivative of $J$ at the solution of the Bernoulli problem is computed using Tiihonen's approach.
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## 1. Introduction

Nowadays many researchers are interested in a class of boundary value problems called free boundary problems. These are mostly partial differential equations to be solved for both unknown state function(s) and an unknown domain. It is called "free boundary" because the boundary or part of the boundary of
the domain is not known in advance, and usually this terminology is used to indicate that the boundary is stationary and a steady state problem exists. Sometimes this term is used to refer to the so-called moving boundaries. However, moving boundary problems are usually associated to problems that vary with time.

A typical example of the free boundary problem is the melting of a solid that occupies a domain $\Omega$ inside a container $U$. Assuming that the container has a liquid occupying $\Gamma=U \backslash \Omega$, with an initial temperature distribution $T(0, x)$, and suppose we can control $\partial U$ at any time. Then, knowing these properties, one can reconstruct the solid-liquid configuration $\Omega_{t}$ and $\Gamma_{t}$, and the temperature distribution $T(t, x)$ at any time $t>0$. Ideally, the temperature should satisfy some type of diffusion equation in $\Omega_{t}$ and $\Gamma_{t}$, and on the interface some "balance" conditions that would describe the dynamics of the melting process must be satisfied. These "balance conditions" will then define the boundary separating the solid and the liquid. To construct solutions to this type of problems, one can try to build "classical solutions" in the sense that $\Omega_{t}$ and $\Gamma_{t}$ are smooth, $T$ is smooth up to the boundary $\partial \Omega_{t}$, and the interphase conditions on $T$ are satisfied pointwise. For further discussion, see [2].

Free boundary problems are not confined only to the study of phase transitions, such as that of solidification or melting of a particular material, or to the study of fluid dynamics. They also arise in the study of image development in electrophotography, chemical vapor deposition, and tumor growth [3]. Due to their remarkably wide range of new and challenging applications in real life, they are being extensively studied in other disciplines such as combustion, electrochemical machining, molecular diffusion, steel and glass production, and flame propagation, among others [2,4-7].

This paper studies a class of two-dimensional free boundary problems of Bernoulli type. This class of problems has applications to electrochemical machining, fluid mechanics, optimal insulation, electrical impedance tomography, among others [2,3,5-8]. In this paper, we are interested in the exterior Bernoulli problem (BP), which can be described as follows: Given a bounded and connected domain $A \subset \mathbb{R}^{2}$ with a fixed boundary $\Gamma:=\partial A$ and a constant $\lambda<0$, one needs to find a bounded connected domain $B \subset \mathbb{R}^{2}$ with a free boundary $\Sigma$ and containing the closure of $A$, and an associated state function $u: \Omega \rightarrow \mathbb{R}$, where $\Omega=B \backslash \bar{A}$, such that the following conditions are met:

$$
\left\{\begin{align*}
&-\Delta u=0  \tag{1}\\
& \text { in } \Omega, \\
& u=1 \text { on } \Gamma, \\
& u=0 \\
& \text { on } \Sigma, \\
& \frac{\partial u}{\partial \mathbf{n}}=\lambda \\
& \text { on } \Sigma,
\end{align*}\right.
$$

where $\mathbf{n}$ refers to the outward unit normal vector to $\Sigma$. Details about the exterior Bernoulli problems can be seen, for instance, in [4,6,9-15]. The presence of overdetermined conditions on $\Sigma$ makes the problem difficult to solve. Shape optimization method, however, is an established tool in solving such problems. One way to reformulate the problem is as follows:

$$
\begin{equation*}
\min _{\Omega} J(\Omega) \equiv \min _{\Omega} \frac{1}{2} \int_{\Omega}\left|\nabla\left(u_{D}-u_{N}\right)\right|^{2} \mathrm{~d} x \tag{2}
\end{equation*}
$$

over all admissible domains $\Omega$, where the state function $u_{D}$ is the solution to the Dirichlet problem:

$$
\left\{\begin{align*}
-\Delta u_{D}=0 & \text { in } \Omega,  \tag{3}\\
u_{D}=1 & \text { on } \Gamma, \\
u_{D}=0 & \text { on } \Sigma,
\end{align*}\right.
$$

and the state function $u_{N}$ is the solution to the Neumann problem:

$$
\left\{\begin{align*}
-\Delta u_{N}=0 & \text { in } \Omega,  \tag{4}\\
u_{N}=1 & \text { on } \Gamma, \\
\frac{\partial u_{N}}{\partial \mathbf{n}}=\lambda & \text { on } \Sigma .
\end{align*}\right.
$$

The functional $J$ is sometimes called Kohn-Vogelius (KV) cost functional because Kohn and Vogelius were among the first to use it in the context of inverse conductivity problems [16]. The idea behind this formulation is that any domain at which the KV functional vanishes is a solution of the Bernoulli problem and vice versa.

Minimizing a shape functional requires, most of the time, some gradient information and Hessian. The first-order shape derivative of KV functional has already been carried out (cf. [17,18]). We have done it in two different ways. One is through variational means similar to the techniques developed in $[12,13,19]$, wherein we use the Hölder continuity of the state variables satisfying the Dirichlet and Neumann problems but we do not introduce any adjoint variables. The other is by using the shape or material derivatives of the states in a rigorous manner (cf. [20]). In [17], the authors used the KV functional for the numerical solution of the Bernoulli problem but restricted to starlike domains, while the authors in [4] considered it in general domains. The second-order shape derivative was also computed in [21] using the approach by Sokolowski and Zolesio [22] and by domain differentiation technique. This is also different from the work of Eppler and Harbrect ( $c f$. $[17,23]$ ) where computation is restricted only to starlike shapes. Material derivatives, as well as shape derivatives of the state variables, are highly involved in the approach that we used.

## 2. Outline of the work

The rest of the paper is outlined as follows:
Section 3 provides a list of tools that are needed in the analysis for the shape derivatives of the Kohn-Vogelius cost functional. Here we describe the reference domain and the perturbed domains that are considered in the work. We introduce the perturbation of identity operator $T_{t}$ and prove several properties of it. Since we study functions living in different domains, this section also discusses the method of mapping, from which the concepts of material and shape derivatives arise. The domain and boundary transformation formulas, and several formulas in tangential calculus are provided in this section. Also, a discussion on the structure of the second order Eulerian derivative of a general shape functional is presented.

Using the tools presented in Section 3, our main contribution for the second-order shape derivative of $J$ is being discussed in Section 4. The derivation is done on a formal manner. In this section, we recall the domain $\Omega_{t, s}$ which is needed in characterizing the second order Eulerian derivative of $J$. But first we provide results on the shape and material derivatives of $\mathbf{n}, \tau$ and $\kappa$. These, together with the material and shape derivatives of the states, are used in the computation of the second-order shape derivative of $J$. The approach used in computing is based on a method which make use of boundary differentiation formula that is taken from [24]. Though it is not yet established the advantage of using this method from that of Sokolowski and Zolesio [22], this method has a gain over the domain differentiation approach presented in [21]. First, it does not require the use of Stoke's theorem and second, most of the tools used are tangential calculus results. We show that the computed shape derivative has a symmetric and nonsymmetric part, and in general it satisfies a structure theorem. Finally, the second-order Eulerian derivative of $J$ at the solution of the Bernoulli problem is discussed using the Tiihonen's approach [1], wherein the general explicit expression of the second-order shape derivative is not used. We compared this to the result wherein the explicit form is utilized.

## 3. Preliminaries

### 3.1. Properties of the Perturbation of Identity Operator

In this work we consider two-dimensional bounded connected domains $\Omega$ of class $C^{k, 1}, k \geq 1$, that are subsets of a hold-all domain $U$. Moreover, $\Omega$ is an annulus having an inner fixed boundary $\Gamma$ that is disjoint from an external free boundary $\Sigma$. The vector fields $\mathbf{V}$ considered in the paper are those belonging to the space $\Theta$ defined by

$$
\begin{equation*}
\Theta=\left\{\mathbf{V} \in C^{1,1}\left(\bar{U}, \mathbb{R}^{2}\right):\left.\mathbf{V}\right|_{\Gamma \cup \partial U}=0\right\} \tag{5}
\end{equation*}
$$

The domain $\Omega$ is deformed using the perturbation of identity operator

$$
\begin{equation*}
T_{t}: \bar{U} \rightarrow \mathbb{R}^{2}, \quad T_{t}(x)=x+t \mathbf{V}(x), x \in \bar{U} \tag{6}
\end{equation*}
$$

where $\mathbf{V} \in \Theta$. For $t=0$, we have the reference domain $\Omega:=\Omega_{0}$, with a fixed boundary $\Gamma:=\Gamma_{0}$ and a free boundary $\Sigma:=\Sigma_{0}$. For a given $t>0$ we denote the deformed domain to be $\Omega_{t}$, with a fixed boundary $\Gamma_{t}$ and a free boundary $\Sigma_{t}$.

We use the following notations in our work:

$$
\begin{align*}
I_{t}(x) & =\operatorname{det} D T_{t}(x), x \in \bar{U}, \quad M_{t}(x)
\end{aligned}=\left(D T_{t}(x)\right)^{-T}, x \in \bar{U}, \quad \begin{aligned}
& \text { a } \\
& A_{t}(x) \tag{7}
\end{align*}=I_{t} M_{t}^{T} M_{t}(x), x \in \bar{U}, \quad w_{t}(x)=I_{t}(x)\left|\left(D T_{t}(x)\right)^{-T} \mathbf{n}(x)\right|, x \in \Sigma .
$$

The determinant $I_{t}$ has the following property, which is used to prove the next theorem.
Lemma 1 ([12,19]). Consider the operator $T_{t}$ defined by Equation (6), where $\mathbf{V} \in \Theta$, which is described by Equation (5). Then
i. $I_{t}=1+t \operatorname{div} \mathbf{V}+t^{2} \operatorname{det} D \mathbf{V}$, and
ii. there exists $t_{V}, \alpha_{1}, \alpha_{2}>0$ such that $0<\alpha_{1} \leq I_{t}(x) \leq \alpha_{2}$, for $|t| \leq t_{V}, x \in U$.

Theorem 1 ([18]). Let $\Omega$ and $U$ be nonempty bounded open connected subsets of $\mathbb{R}^{2}$ with Lipschitz continuous boundaries, such that $\bar{\Omega} \subseteq U$, and $\partial \Omega$ is the union of two disjoint boundaries $\Gamma$ and $\Sigma$. Let $T_{t}$ be defined as in Equation (6) where $\mathbf{V}$ belongs to $\Theta$, defined by Equation (5). Then for sufficiently small $t$,

1. $T_{t}: \bar{U} \rightarrow \bar{U}$ is a homeomorphism,
2. $T_{t}: U \rightarrow U$ is a $C^{1,1}$ diffeomorphism, and in particular, $T_{t}: \Omega \rightarrow \Omega_{t}$ is a $C^{1,1}$ diffeomorphism,
3. $\Gamma_{t}=T_{t}(\Gamma)=\Gamma, \Sigma_{t}=T_{t}(\Sigma)$ and $\partial \Omega_{t}=\Gamma \cup \Sigma_{t}$.

Here are some properties of $T_{t}$ that are relevant to our work.
Lemma 2 ([12,19]). Consider the transformation $T_{t}$, where the fixed vector field $\mathbf{V}$ belongs to $\Theta$, defined in Equation (5). Then there exists $t_{V}>0$ such that $T_{t}$ and the functions in Equation (7) restricted to the interval $I_{V}=\left(-t_{V}, t_{V}\right)$ have the following regularity and properties:
(1.) $t \mapsto T_{t} \in C^{1}\left(I_{V}, C^{1,1}\left(\bar{U}, \mathbb{R}^{2}\right)\right)$.
(8.) $\left.\frac{d}{d t} T_{t}^{-1}\right|_{t=0}=-\mathbf{V}$.
(2.) $t \mapsto I_{t} \in C^{1}\left(I_{V}, C^{0,1}(\bar{U})\right)$.
(9.) $\left.\frac{d}{d t} D T_{t}\right|_{t=0}=D \mathbf{V}$.
(3.) $t \mapsto T_{t}^{-1} \in C\left(I_{V}, C^{1}\left(\bar{U}, \mathbb{R}^{2}\right)\right)$.
(10.) $\left.\frac{d}{d t}\left(D T_{t}\right)^{-1}\right|_{t=0}=-D \mathbf{V}$.
(4.) $t \mapsto w_{t} \in C^{1}\left(I_{V}, C(\Sigma)\right)$.
(11.) $\left.\frac{d}{d t} I_{t}\right|_{t=0}=\operatorname{div} \mathbf{V}$.
(5.) $t \mapsto A_{t} \in C\left(I_{V}, C\left(\bar{U}, \mathbb{R}^{2 \times 2}\right)\right)$.
(12.) $\left.\frac{d}{d t} A_{t}\right|_{t=0}=A$,
(6.) There is $\beta>0$ such that

$$
\text { where } A=(\operatorname{div} \mathbf{V}) I-\left(D \mathbf{V}+(D \mathbf{V})^{T}\right.
$$

$$
A_{t}(x) \geq \beta I \text { for } x \in U
$$

(13.) $\lim _{t \rightarrow 0} w_{t}=1$.
(7.) $\left.\frac{d}{d t} T_{t}\right|_{t=0}=\mathbf{V}$.
(14.) $\left.\frac{d}{d t} w_{t}\right|_{t=0}=\operatorname{div}_{\Sigma} \mathbf{V}$
where $\operatorname{div}_{\Sigma} \mathbf{V}=\left.\operatorname{div} \mathbf{V}\right|_{\Sigma}-(D \mathbf{V n}) \cdot \mathbf{n}$.

We perturb the reference domain twice to discuss the second-order shape derivative of the functional. We define the transformations $T_{t}^{\mathbf{V}}: \bar{U} \rightarrow \mathbb{R}^{2}$ and $T_{s}^{\mathbf{W}}: \bar{U} \rightarrow \mathbb{R}^{2}$ by $T_{t}^{\mathbf{V}}(x)=(I+t \mathbf{V})(x)$, and $T_{s}^{\mathbf{W}}(y)=(I+s \mathbf{W})(y), x, y \in \bar{U}$ where $\mathbf{V}, \mathbf{W} \in \Theta$, but for simplicity, we denote $T_{t}$ the transformation $T_{t}^{\mathbf{V}}$ in the direction $\mathbf{V}$ and $T_{s}:=T_{s}^{\mathbf{W}}$. Using Theorem 1, the mapping $T_{t, s}:=T_{t} \circ T_{s}: \Omega \rightarrow \Omega_{t, s}$, defined by

$$
\begin{equation*}
T_{t, s}(x):=T_{t}\left(T_{s}(x)\right)=x+s \mathbf{W}(x)+t \mathbf{V}(x+s \mathbf{W}(x)), \quad x \in \Omega \tag{8}
\end{equation*}
$$

is a $C^{1,1}$ diffeomorphism. We now define the perturbed domain $\Omega_{t, s}$ as:

$$
\begin{equation*}
\Omega_{t, s}:=T_{t}\left(T_{s}(\Omega)\right):=\left\{T_{t, s}(x): x \in \Omega\right\} . \tag{9}
\end{equation*}
$$

Hence, for sufficiently small $t$ and $s, \Omega_{t}, \Omega_{t, s} \in C^{1,1}$, and they are contained in $U$. The new free boundary after two deformations becomes

$$
\Sigma_{t, s}:=T_{t}\left(T_{s}(\Sigma)\right):=\left(T_{t} \circ T_{s}(\Sigma)\right):=T_{t}\left(\Sigma_{s}\right),
$$

and clearly $\Gamma_{t, s}=\Gamma$. We emphasize that $\Omega_{t, s}$ should not be thought of as the domain obtained through deforming the initial domain $\Omega$ in the direction of the resultant vector field $t \mathbf{V}+s \mathbf{W}$. The latter perturbed domain is defined by $\Omega_{t+s}=\{x+(t \mathbf{V}+s \mathbf{W})(x): x \in \Omega\}$, while elements of $\Omega_{t, s}$ are given by Equation (8). In general $\Omega_{t, s} \neq \Omega_{t+s}$, as shown in Figure 1. In particular, if $\mathbf{V}=\mathbf{W}$, we get for $x \in \Omega$,

$$
T_{t+s}(x)=x+(t+s) \mathbf{V}(x), \quad \text { while } \quad T_{t, s}(x)=x+t \mathbf{V}(x)+s \mathbf{V}(x+t \mathbf{V}(x))
$$

Figure 1. The difference between domains $\Omega_{t, s}$ and $\Omega_{t+s}$.


### 3.2. Concepts in the Method of Mapping

Definition 1 ([1,25]). Let $u$ be defined in $\left[0, t_{V}\right] \times U$. An element $\dot{u} \in H^{k}(\Omega)$, called the material derivative of $u$, is defined as

$$
\dot{u}(x):=\dot{u}(0, x):=\lim _{t \rightarrow 0^{+}} \frac{u\left(t, T_{t}(x)\right)-u(0, x)}{t}=\left.\frac{d}{d t} u(t, x+t \mathbf{V}(x))\right|_{t=0},
$$

if the limit exists (in $H^{k}(\Omega)$ ).
Definition 2. Let $u$ be defined in $\left[0, t_{V}\right] \times U$. An element $u^{\prime} \in H^{k}(\Omega)$ is called the shape derivative of $u$ at $\Omega$ in the direction $\mathbf{V}$, if the following limit exists in $H^{k}(\Omega)$ :

$$
\begin{equation*}
u^{\prime}(x):=u^{\prime}(0, x):=\lim _{t \rightarrow 0^{+}} \frac{u(t, x)-u(0, x)}{t}:=\dot{u}(x)-(\nabla u \cdot \mathbf{V})(x) . \tag{10}
\end{equation*}
$$

Remark 1. As noted in [21], the material and shape derivative of vector-valued functions can also be defined. Similar to Definition 1, if $\mathbf{u}:\left[0, t_{V}\right] \times U \rightarrow \mathbb{R}^{n}$ belongs to $H^{k}\left(\Omega ; \mathbb{R}^{n}\right)$ then its material derivative in the direction V can be written as

$$
\begin{equation*}
\dot{\mathbf{u}}(x):=\dot{\mathbf{u}}(\Omega ; \mathbf{V})=\lim _{t \rightarrow 0^{+}} \frac{\mathbf{u}\left(t, T_{t}(x)\right)-\mathbf{u}(0, x)}{t}=\left.\frac{d}{d t} \mathbf{u}(t, x+t \mathbf{V}(x))\right|_{t=0} \tag{11}
\end{equation*}
$$

whenever the limit exists (in $H^{k}\left(\Omega, \mathbb{R}^{n}\right)$ ). If its shape derivative also exists then the following relation holds:

$$
\begin{equation*}
\mathbf{u}^{\prime}(x)=\dot{\mathbf{u}}(x)-(D \mathbf{u} \mathbf{V})(x) . \tag{12}
\end{equation*}
$$

If $\mathbf{u}=\left(u_{1}, u_{2}\right)$ then its norm is given by $|\mathbf{u}|_{H^{k}\left(\Omega, \mathbb{R}^{2}\right)}=\left|u_{1}\right|_{H^{k}(\Omega)}+\left|u_{2}\right|_{H^{k}(\Omega)}$ for $k \geq 0$.

Lemma 3 ([19,22], Domain and Boundary Transformations).

1. Let $\varphi_{t} \in L^{1}\left(\Omega_{t}\right)$. Then $\varphi_{t} \circ T_{t} \in L^{1}(\Omega)$ and

$$
\int_{\Omega_{t}} \varphi_{t} d x_{t}=\int_{\Omega} \varphi_{t} \circ T_{t} I_{t} d x
$$

2. Let $\varphi_{t} \in L^{1}\left(\partial \Omega_{t}\right)$. Then $\varphi_{t} \circ T_{t} \in L^{1}(\partial \Omega)$ and

$$
\int_{\partial \Omega_{t}} \varphi_{t} d s_{t}=\int_{\partial \Omega} \varphi_{t} \circ T_{t} w_{t} d s
$$

where $I_{t}$ and $w_{t}$ are defined in Equation (7).
Definition 3 ([22,24,26,27]).

1. The tangential gradient of $f \in C^{1}(\Gamma)$ is given by

$$
\begin{equation*}
\nabla_{\Gamma} f:=\left.\nabla F\right|_{\Gamma}-\frac{\partial F}{\partial \mathbf{n}} \mathbf{n} \in C\left(\Gamma, \mathbb{R}^{n}\right) \tag{13}
\end{equation*}
$$

2. The tangential Jacobian matrix of a vector function $\mathbf{v} \in C^{1}\left(\Gamma, \mathbb{R}^{n}\right)$ is given by

$$
\begin{equation*}
D_{\Gamma} \mathbf{v}=\left.D \mathbf{V}\right|_{\Gamma}-(D \mathbf{V n}) \mathbf{n}^{T} \in C\left(\Gamma, \mathbb{R}^{n \times n}\right) . \tag{14}
\end{equation*}
$$

3. The tangential divergence of a vector function $\mathbf{v} \in C^{1}\left(\Gamma, \mathbb{R}^{n}\right)$ on $\Gamma$ is given by

$$
\begin{equation*}
\operatorname{div}_{\Gamma} \mathbf{v}=\left.\operatorname{div} \mathbf{V}\right|_{\Gamma}-D \mathbf{V n} \cdot \mathbf{n} \in C(\Gamma), \tag{15}
\end{equation*}
$$

where $\mathbf{F}$ and $\mathbf{V}$ are any corresponding $C^{1}$ extensions of $f$ and $\mathbf{v}$ into a neighborhood of $\Gamma$.
Lemma 4 ([22]). Consider a $C^{2}$ domain $\Omega$ with boundary $\Gamma:=\partial \Omega$. Then for $u \in H^{1}(\Gamma)$ and $\mathbf{V} \in C^{1}\left(\Gamma, \mathbb{R}^{n}\right)$ the following identities hold:
(1) $\operatorname{div}_{\Gamma}(u \mathbf{V})=\nabla_{\Gamma} u \cdot \mathbf{V}+u \operatorname{div}_{\Gamma} \mathbf{V}$,
(2) $\int_{\Gamma} \operatorname{div}_{\Gamma} \mathbf{V} d s=\int_{\Gamma} \kappa \mathbf{V} \cdot \mathbf{n} d s$,

$$
\begin{align*}
& \int_{\Gamma}\left(u \operatorname{div}_{\Gamma} \mathbf{V}+\nabla_{\Gamma} u \cdot \mathbf{V}\right) d s=\int_{\Gamma} \kappa u \mathbf{V} \cdot \mathbf{n} d s  \tag{3}\\
& \int_{\Gamma} \nabla_{\Gamma} u \cdot \mathbf{V} d s=-\int_{\Gamma} u \operatorname{div}_{\Gamma} \mathbf{V} d s, \quad \text { where } \mathbf{V} \cdot \mathbf{n}=0 . \tag{4}
\end{align*}
$$

Remark 2. In Lemma 4, the first identity is called the tangential divergence formula, the second is commonly known as the tangential Stoke's formula, and the third is referred to as the tangential Green's formula. These formulas are also valid for $C^{1,1}$ domains.

The following is also another version of the tangential Green's formula.

Lemma 5 ([12,28]). Let $U$ be a bounded domain of class $C^{1,1}$ and $\Omega \subset U$ with boundary $\Gamma$. Also, consider $\mathbf{V} \in C^{1,1}\left(\bar{U}, \mathbb{R}^{n}\right)$ and $u \in W^{2,1}(U)$. Then

$$
\begin{equation*}
\int_{\Gamma}\left(u \operatorname{div}_{\Gamma} \mathbf{V}+\nabla u \cdot \mathbf{V}\right) d s=\int_{\Gamma}\left(\frac{\partial u}{\partial \mathbf{n}}+\kappa u\right) \mathbf{V} \cdot \mathbf{n} d s \tag{20}
\end{equation*}
$$

Theorem 2 ([22], Boundary Differentiation Formula). Let u be defined in a neighborhood of a boundary $\partial \Omega$ of a $C^{1,1}$ domain $\Omega$. If $u \in C\left(I_{V}, W^{2,1}(U)\right)$ and $\dot{u}(0, \cdot) \in W^{1,1}(U)$, then

$$
\begin{equation*}
\left.\frac{d}{d t} \int_{\Sigma_{t}} u(t, s) d s\right|_{t=0}=\int_{\Sigma} u^{\prime}(0, s) d s+\int_{\Sigma}\left(\frac{\partial u}{\partial \mathbf{n}}+u(0, s) \kappa\right) \mathbf{V} \cdot \mathbf{n} d s, \tag{21}
\end{equation*}
$$

where $\kappa$ is the mean curvature of the free boundary $\Sigma$.

## Definition 4.

1. The first-order Eulerian derivative of a shape functional $J: \Omega \rightarrow \mathbb{R}$ at the domain $\Omega$ in the direction of the deformation field V is given by

$$
\begin{equation*}
d J(\Omega ; \mathbf{V}):=\lim _{t \rightarrow 0^{+}} \frac{J\left(\Omega_{t}\right)-J(\Omega)}{t} \tag{22}
\end{equation*}
$$

if the limit exists.
2. The second-order Eulerian derivative of $J$ at the domain $\Omega$ in the direction of the deformation fields $\mathbf{V}$ and $\mathbf{W}$ is given by

$$
\begin{equation*}
d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})=\lim _{s \rightarrow 0^{+}} \frac{d J\left(\Omega_{s}(\mathbf{W}), \mathbf{V}\right)-d J(\Omega ; \mathbf{V})}{s}=:\left.\frac{\partial}{\partial s}\left\{\left.\frac{\partial}{\partial t} J\left(\Omega_{t, s}\right)\right|_{t=0}\right\}\right|_{s=0}, \tag{23}
\end{equation*}
$$

if the limit exists. Here, $\Omega_{t, s}$ is defined by Equation (9).
Remark 3. $J$ is said to be shape differentiable at $\Omega$ if $d J(\Omega ; \mathbf{V})$ exists for all $\mathbf{V}$ and is linear and continuous with respect to $\mathbf{V}$. It is twice shape differentiable if for all $\mathbf{V}$ and $\mathbf{W}, d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})$ exists and if $d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})$ is bilinear and continuous with respect to $\mathbf{V}$ and $\mathbf{W}$.

### 3.3. Anatomy of the Second-Order Shape Derivative

Using the perturbation of identity, one can decompose the expression $d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})$ into symmetric and non-symmetric terms (cf. [24], p. 384). The non-symmetric part is obtained from the first-order shape derivative applied to the deformation field $D \mathbf{V W}$. This is investigated by Novruzi and Pierre [29] by using the perturbation of identity technique presented in $[28,30]$. The structure of the shape derivative of functional $J$ uses the fact that any regular small perturbation $\Omega_{\theta}:=(I+\theta)(\Omega)$ of a smooth domain $\Omega$ (where $\theta$ is a sufficiently smooth mapping from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$ ) can be uniquely represented up to a "shift" on $\Gamma$ by a normal deformation to $\Gamma$. For completeness, we give some details of it, which is taken from [29].

For any $l \in \mathbb{N}, 1 \leq l \leq k$, we denote

$$
\begin{equation*}
G^{k-l}(\Gamma, \Gamma)=\left\{g \in C^{k-l}\left(\Gamma, \mathbb{R}^{n}\right): g(\Gamma) \subset \Gamma\right\} . \tag{24}
\end{equation*}
$$

Lemma 6. Let $\Omega$ denote a bounded domain with $C^{k}$ boundary $\Gamma$. Then for any $1 \leq l \leq k$,
(i) there exists an open neighborhood $N_{k}$ of 0 in

$$
\begin{equation*}
\Theta_{k}=\left\{\mathbf{V} \in C^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right): \text { derivatives of } \mathbf{V} \text { up to order } k \text { are bounded. }\right\} \tag{25}
\end{equation*}
$$

and $C^{l}$ functions $\Psi: N_{k} \rightarrow C^{k-l}(\Gamma)$ and $\Phi: N_{k} \rightarrow G^{k-l}(\Gamma, \Gamma)$ such that for any $\theta \in N_{k}$,

$$
\begin{equation*}
(I+\theta) \circ \Phi(\theta)=I+\Psi(\theta) \mathbf{n} \quad \text { on } \Gamma . \tag{26}
\end{equation*}
$$

(ii) Moreover, the values of the first- and second-order (Fréchet) derivatives of $\Psi$ at $\theta=0$ in the directions $\mathbf{V}, \mathbf{W} \in \Theta_{k}$ are given by
(a) $D_{\theta} \Psi(0)(\mathbf{V}):=\Psi^{\prime}(0)(\mathbf{V})=\mathbf{v} \cdot \mathbf{n} \quad$ for $l \geq 1$, and
(b) $D_{\theta}^{2} \Psi(0)(\mathbf{V}, \mathbf{W}):=\Psi^{\prime \prime}(0)(\mathbf{V}, \mathbf{W})=-v_{\Gamma} \cdot D_{\Gamma} \mathbf{n} w_{\Gamma}-\mathbf{n} \cdot D_{\Gamma} \mathbf{v} w_{\Gamma}-\mathbf{n} \cdot D_{\Gamma} \mathbf{w} v_{\Gamma}$
for $l \geq 2$, where $\mathbf{v}=\left.\mathbf{V}\right|_{\Gamma}$ and $\mathbf{w}=\left.\mathbf{W}\right|_{\Gamma}$.
The implicit function theorem is used to prove the lemma. Consequently, this lemma is used to prove the next result, where $O_{k}$ refers to the set of bounded $C^{k}$ domains.

Theorem 3. [29, p.368] Consider the shape functional $J: O_{k} \rightarrow \mathbb{R}$ and the functional $\mathbf{J}: \bar{\Theta}_{k} \rightarrow \mathbb{R}$ where

$$
\begin{equation*}
\bar{\Theta}_{k}:=\left\{\theta \in \Theta_{k}:|\theta|_{C^{k}}<1\right\}, \quad \text { and } \quad \mathbf{J}(\theta)=J\left(\Omega_{\theta}\right) . \tag{27}
\end{equation*}
$$

For $k \geq 1$, the following statements hold.
(i) If $\Omega \in O_{k+1}$ and $\mathbf{J}$ is differentiable at 0 in $\Theta_{k}$, then there is a continuous linear map $l_{1}: C^{k}(\Gamma) \rightarrow$ $\mathbb{R}$ such that for any $\mathbf{V} \in \Theta_{k}$,

$$
\begin{equation*}
D_{\theta} \mathbf{J}(0)(\mathbf{V}):=\mathbf{J}^{\prime}(0)(\mathbf{V})=l_{1}(\mathbf{v} \cdot \mathbf{n}) . \tag{28}
\end{equation*}
$$

(ii) If $\Omega \in O_{k+1}$ and $\mathbf{J}$ is twice differentiable at 0 in $\Theta_{k}$ then there exists a continuous bilinear symmetric map $l_{2}: C^{k}(\Gamma) \times C^{k}(\Gamma) \rightarrow \mathbb{R}$ such that for any $\mathbf{V}, \mathbf{W} \in \Theta_{k+1}$ we have

$$
\begin{align*}
& D_{\theta}^{2} \mathbf{J}(0)(\mathbf{V}, \mathbf{W}):=\mathbf{J}^{\prime \prime}(0)(\mathbf{V}, \mathbf{W}) \\
& =l_{2}(\mathbf{v} \cdot \mathbf{n}, \mathbf{w} \cdot \mathbf{n})-l_{1}\left(v_{\Gamma} \cdot D_{\Gamma} \mathbf{n} w_{\Gamma}+\mathbf{n} \cdot D_{\Gamma} \mathbf{v} w_{\Gamma}+\mathbf{n} \cdot D_{\Gamma} \mathbf{W} v_{\Gamma}\right) . \tag{29}
\end{align*}
$$

Here, $\mathbf{v}$ and $\mathbf{w}$ are restrictions of V and $\mathbf{W}$ on $\Gamma$, respectively.
Upon computing the second-order shape derivative of $J$ in the directions $\mathbf{V}$ and $\mathbf{W}$, one can show (cf. [29]) that $d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})$ can be written as

$$
\begin{equation*}
d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})=\mathbf{J}^{\prime \prime}(0)(\mathbf{V}, \mathbf{W})+\mathbf{J}^{\prime}(0)(D \mathbf{V} \mathbf{W}), \tag{30}
\end{equation*}
$$

where $J^{\prime \prime}$ and $J^{\prime}$ are the shape derivatives defined in Equations (29) and (28), respectively.

## 4. Main Results

We now present the shape derivative method that we used in obtaining the second-order shape derivative of the Kohn-Vogelius functional $J$. This time, we assume that the domains, deformation vectors, the state variables and the rest of the functions involved are regular enough. We use material and shape derivatives of the states $u_{D}$ and $u_{N}$, as well as the material and shape derivatives of $\mathbf{n}, \tau$ and $\kappa$. Additional tools on tangential calculus are used in the simplification. Steklov-Poincaré operators are also introduced in the discussion.

Throughout the discussion, we let $\mathbf{v}=\left.\mathbf{V}\right|_{\Sigma}$ and $\mathbf{v}=\mathbf{v}_{\boldsymbol{\Sigma}}+v_{n} \mathbf{n}$, where the vector $\mathbf{v}_{\boldsymbol{\Sigma}}$ is the tangential component of $\mathbf{v}$ and the scalar $v_{n}:=\mathbf{v} \cdot \mathbf{n}$ is referred to as its normal component. We remark here that for a given scalar function $f$ and vector function $\mathbf{V}$ defined on the free boundary $\Sigma$, the gradient $\nabla f$, the Jacobian $D \mathbf{V}$ and divergence div $\mathbf{V}$ refer actually to the gradient, Jacobian, and divergence of their respective extensions defined on a neighborhood of $\Sigma$. For $\mathbf{V}=\mathbf{n}$, we consider a unitary extension $\mathbf{N}$, which gives $\mathbf{n}^{T} D \mathbf{N}=0$ and $\left.D \mathbf{N}\right|_{\Sigma}:=D \mathbf{n}=D_{\Sigma} \mathbf{n}$.

Our main result requires the following theorems, which are stated and proven in [21,22,24].
Theorem 4. The material derivative $\dot{\mathbf{n}}_{W}$ and shape derivative $\mathbf{n}_{W}^{\prime}$ of the outward unit normal vector $\mathbf{n}$ at the boundary $\Sigma$ in the direction of the deformation field $\mathbf{W}$ are given by

$$
\begin{align*}
& \text { (i) } \quad \dot{\mathbf{n}}_{W}=(D \mathbf{W} \mathbf{n} \cdot \mathbf{n}) \mathbf{n}-(D \mathbf{W})^{T} \mathbf{n}  \tag{31}\\
& \text { (ii) } \mathbf{n}_{W}^{\prime}=(D \mathbf{W} \mathbf{n} \cdot \mathbf{n}) \mathbf{n}-(D \mathbf{W})^{T} \mathbf{n}-(D \mathbf{n}) \mathbf{W} . \tag{32}
\end{align*}
$$

Theorem 5. The material derivative $\dot{\mathbf{n}}_{W}$ and shape derivative $\mathbf{n}_{W}^{\prime}$ of the mean curvature $\kappa$ of the free boundary $\Sigma$ in the direction of the deformation field $\mathbf{W}$ are given by

$$
\begin{align*}
& \text { (i) } \quad \dot{\kappa}_{W}=\operatorname{Tr}\left[D\left((D \mathbf{W} \mathbf{n} \cdot \mathbf{n}) \mathbf{n}-(D \mathbf{W})^{T} \mathbf{n}\right)-D \mathbf{n} D \mathbf{W}\right]  \tag{33}\\
& \text { (ii) } \quad \kappa_{W}^{\prime}=\operatorname{Tr}\left[D\left((D \mathbf{W} \mathbf{n} \cdot \mathbf{n}) \mathbf{n}-(D \mathbf{W})^{T} \mathbf{n}\right)-D \mathbf{n} D \mathbf{W}\right]-\nabla \kappa \cdot \mathbf{W} \tag{34}
\end{align*}
$$

Theorem 6. The material derivative $\dot{\tau}_{W}$ and shape derivative $\tau_{W}^{\prime}$ of the unit tangent vector $\tau$ on the boundary $\Sigma$ in the direction of the deformation field $\mathbf{W}$ are given by

$$
\begin{align*}
& \text { (i) } \dot{\tau}_{W}  \tag{35}\\
&=\left[(D \mathbf{W})^{T} \mathbf{n} \cdot \tau\right] \mathbf{n}  \tag{36}\\
& \text { (ii) } \tau_{W}^{\prime} \\
&=\left[(D \mathbf{W})^{T} \mathbf{n} \cdot \tau\right] \mathbf{n}-(D \tau) \mathbf{W}
\end{align*}
$$

In addition to the tools given in the preliminary section, we present some identities in tangential calculus that are significant to our work on the second-order shape derivative of $J$.

First we observe that

$$
\begin{equation*}
\nabla_{\Sigma} v_{n} \cdot \mathbf{n}=0 \tag{37}
\end{equation*}
$$

Second, we observe that

$$
\begin{equation*}
\kappa v_{n}=\operatorname{div}_{\Sigma}\left(v_{n} \mathbf{n}\right) . \tag{38}
\end{equation*}
$$

This follows from $\operatorname{div}_{\Sigma}\left(v_{n} \mathbf{n}\right)=\nabla_{\Sigma} v_{n} \cdot \mathbf{n}+v_{n} \operatorname{div}_{\Sigma} \mathbf{n}$, Equation (37), and the definition of curvature. Here are the other results that are useful to our work (cf. [24]).

Lemma 7. Consider two deformation fields $\mathbf{V}$ and $\mathbf{W}$ that are sufficiently smooth on a neighborhood of $\Sigma$, and let $\mathbf{v}=\left.\mathbf{V}\right|_{\Sigma}$ and $\mathbf{w}=\left.\mathbf{W}\right|_{\Sigma}$. Let $\mathbf{v}=\mathbf{v}_{\boldsymbol{\Sigma}}+v_{n}$ and $\mathbf{w}=\mathbf{w}_{\boldsymbol{\Sigma}}+w_{n} \mathbf{n}$. Then the following identities hold:
(i) $\left(D_{\Sigma} \mathbf{v}\right)^{T} \mathbf{n}=\nabla_{\Sigma} v_{n}-D \mathbf{n v}_{\boldsymbol{\Sigma}}$,
(ii) $\mathbf{v}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} w_{n}=\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{w}\right) \mathbf{v}_{\boldsymbol{\Sigma}}+v_{\Sigma} \cdot D \mathbf{n w}_{\boldsymbol{\Sigma}}$,
(iii) $(D \mathbf{V}) \mathbf{W} \cdot \mathbf{n}=\mathbf{w}_{\boldsymbol{\Sigma}} \cdot\left(\nabla_{\Sigma} v_{n}-(D \mathbf{n}) \mathbf{v}_{\boldsymbol{\Sigma}}\right)+D \mathbf{V n} \cdot \mathbf{n} w_{n}$,
(iv) $-\nabla_{\Sigma} w_{n} \cdot v_{\Sigma}=[D \mathbf{W} \mathbf{n} \cdot \mathbf{n}] v_{n}-\mathbf{v} \cdot\left[(D \mathbf{W})^{T} \mathbf{n}+D \mathbf{n W}\right]$.

Let us now recall the first-order shape derivative of $J$, which was proven in $[18,20]$.
Theorem 7. For a $C^{1,1}$ bounded domain $\Omega$, the first-order shape derivative of the Kohn-Vogelius cost functional

$$
J(\Omega)=\frac{1}{2} \int_{\Omega}\left|\nabla\left(u_{D}-u_{N}\right)\right|^{2} d x
$$

in the direction of a perturbation field $\mathbf{V} \in \Theta$, where $\Theta$ is defined by Equation (5) and the state functions $u_{D}$ and $u_{N}$ satisfy the Dirichlet problem Equation (3) and the Neumann problem Equation (4) respectively, is given by

$$
\begin{equation*}
d J(\Omega ; \mathbf{V})=\frac{1}{2} \int_{\Sigma}\left(\lambda^{2}-\left(\nabla u_{D} \cdot \mathbf{n}\right)^{2}+2 \lambda \kappa u_{N}-\left(\nabla u_{N} \cdot \tau\right)^{2}\right) \mathbf{V} \cdot \mathbf{n} d s \tag{43}
\end{equation*}
$$

where $\mathbf{n}$ is the unit exterior normal vector to $\Sigma, \tau$ is a unit tangent vector to $\Sigma$, and $\kappa$ is the mean curvature of $\Sigma$.

### 4.1. Second-Order Shape Derivative of KV by Boundary Differentiation

We are interested in computing the second-order shape derivative of the Kohn-Vogelius functional in its explicit form at $\Omega$ in the directions $\mathbf{V}$ and $\mathbf{W}$ using the boundary differentiation formula given by Equation (21). Assuming that the second-order shape derivative of $J$ exists for all deformation fields $\mathbf{V}$ and $\mathbf{W}$, then by definition $d J\left(\Omega_{s}(\mathbf{W}) ; \mathbf{V}\right)$ exists for all sufficiently small $s$. We start the computation by using Definition 4.

$$
\begin{equation*}
d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})=\left.\frac{\partial}{\partial s}\left\{\left.\frac{\partial}{\partial t} J\left(\Omega_{t, s}\right)\right|_{t=0}\right\}\right|_{s=0}=\left.\frac{\partial}{\partial s}\left(\int_{\Sigma_{s}} F_{s} \mathbf{V} \cdot \mathbf{n}_{s} \mathrm{~d} \Sigma_{s}\right)\right|_{s=0} \tag{44}
\end{equation*}
$$

where the function $F_{s}$ is defined by

$$
\begin{equation*}
F_{s}=\lambda^{2}-\left(\nabla u_{D, s} \cdot \mathbf{n}_{s}\right)^{2}+2 \lambda \kappa_{s} u_{N, s}-\left(\nabla u_{N, s} \cdot \tau_{s}\right)^{2}, \tag{45}
\end{equation*}
$$

and the deformation fields $\mathbf{V}$ and $\mathbf{W}$ are assumed to belong in $\Theta$ defined by Equation (5). Applying Equation (21) and the definition of shape derivative we obtain

$$
\begin{align*}
d^{2} J & (\Omega ; \mathbf{V} ; \mathbf{W})=\left.\frac{\partial}{\partial s}\left(\int_{\Sigma_{s}} F_{s} \mathbf{V} \cdot \mathbf{N}_{s} \mathrm{~d} \Sigma_{s}\right)\right|_{s=0} \\
& =\int_{\Sigma}\left\{\left.\frac{\partial}{\partial s}\left[F_{s} \mathbf{V} \cdot \mathbf{N}_{s}\right]\right|_{s=0}+\left.\left(\frac{\partial}{\partial \mathbf{n}}\left(F_{s} \mathbf{V} \cdot \mathbf{N}_{s}\right)+\kappa_{s} F_{s} \mathbf{V} \cdot \mathbf{N}_{s}\right)\right|_{s=0} \mathbf{W} \cdot \mathbf{n}\right\} \mathrm{d} \Sigma \\
& =\int_{\Sigma}\left\{F_{W}^{\prime} \mathbf{V} \cdot \mathbf{n}+F \mathbf{V} \cdot \mathbf{N}_{W}^{\prime}+\left[\frac{\partial}{\partial \mathbf{n}}(F \mathbf{V} \cdot \mathbf{n})+\kappa F \mathbf{V} \cdot \mathbf{n}\right] \mathbf{W} \cdot \mathbf{n}\right\} \mathrm{d} \Sigma \\
& =\int_{\Sigma} F_{W}^{\prime} \mathbf{V} \cdot \mathbf{n} \mathrm{d} \Sigma+\int_{\Sigma}\left\{F \mathbf{V} \cdot \mathbf{N}_{W}^{\prime}+\left[\frac{\partial}{\partial \mathbf{n}}(F \mathbf{V} \cdot \mathbf{n})+\kappa F \mathbf{V} \cdot \mathbf{n}\right] \mathbf{W} \cdot \mathbf{n}\right\} \mathrm{d} \Sigma \\
& =: I+I I, \tag{46}
\end{align*}
$$

where $\left.\mathbf{N}_{W}^{\prime}\right|_{\Sigma}=\mathbf{n}_{W}^{\prime}$ is given by Equation (32) and $F_{W}^{\prime}(c f .[21])$ is given by

$$
\begin{align*}
F_{W}^{\prime}= & -2 \frac{\partial u_{D}}{\partial \mathbf{n}}\left[\nabla u_{D, W}^{\prime} \cdot \mathbf{n}+\nabla u_{D} \cdot \mathbf{n}_{W}^{\prime}\right]+2 \lambda\left(\kappa_{W}^{\prime} u_{N}+\kappa u_{N, W}^{\prime}\right) \\
& -2 \frac{\partial u_{N}}{\partial \tau}\left[\nabla u_{N, W}^{\prime} \cdot \tau+\nabla u_{N} \cdot \tau_{W}^{\prime}\right] . \tag{47}
\end{align*}
$$

$\kappa_{W}^{\prime}$ and $\tau_{W}^{\prime}$ are given by equations (34) and (36), respectively. As shown in [20], $u_{D, W}^{\prime}$ and $u_{N, W}^{\prime}$ correspondingly satisfy

$$
\left\{\begin{align*}
-\Delta u_{D, W}^{\prime} & =0 & & \text { in } \Omega  \tag{48}\\
u_{D, W}^{\prime} & =0 & & \text { on } \Gamma \\
u_{D, W}^{\prime} & =-\mathbf{W} \cdot \mathbf{n} \frac{\partial u_{D}}{\partial \mathbf{n}} & & \text { on } \Sigma,
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
-\Delta u_{N, W}^{\prime} & =0 & & \text { in } \Omega  \tag{49}\\
u_{N, W}^{\prime} & =0 & & \text { on } \Gamma \\
\frac{\partial u_{N, W}^{\prime}}{\partial \mathbf{n}} & =\operatorname{div}_{\Sigma}\left(\mathbf{W} \cdot \mathbf{n} \nabla_{\Sigma} u_{N}\right)+\mathbf{W} \cdot \mathbf{n} \kappa \lambda & & \text { on } \Sigma
\end{align*}\right.
$$

Following [24] and by using Equation (32) we now evaluate the second integral $I I$ of Equation (46) as follows

$$
\begin{align*}
I I= & \int_{\Sigma} F \mathbf{V} \cdot\left\{(D \mathbf{W} \mathbf{n} \cdot \mathbf{n}) \mathbf{n}-(D \mathbf{W})^{T} \mathbf{n}-D \mathbf{n W}\right\} \mathrm{d} \Sigma \\
& \int_{\Sigma}\left\{\frac{\partial}{\partial \mathbf{n}}(F \mathbf{V} \cdot \mathbf{n})+\kappa F \mathbf{V} \cdot \mathbf{n}\right\} \mathbf{W} \cdot \mathbf{n} \mathrm{d} \Sigma \\
= & \int_{\Sigma} F\left\{\mathbf{V} \cdot\left\{(D \mathbf{W} \mathbf{n} \cdot \mathbf{n}) \mathbf{n}-(D \mathbf{W})^{T} \mathbf{n}-D \mathbf{n} \mathbf{W}\right\}+\frac{\partial}{\partial \mathbf{n}}(\mathbf{V} \cdot \mathbf{n}) \mathbf{W} \cdot \mathbf{n}\right\} \mathrm{d} \Sigma \\
& +\int_{\Sigma}\left(\frac{\partial F}{\partial \mathbf{n}}+\kappa F\right) \mathbf{V} \cdot \mathbf{n W} \cdot \mathbf{n} \mathrm{d} \Sigma \tag{50}
\end{align*}
$$

Let us compute the first integral in Equation (50). Let

$$
\begin{equation*}
M:=\mathbf{V} \cdot\left\{(D \mathbf{W} \mathbf{n} \cdot \mathbf{n}) \mathbf{n}-(D \mathbf{W})^{T} \mathbf{n}-D \mathbf{n} \mathbf{W}\right\}+\frac{\partial}{\partial \mathbf{n}}(\mathbf{V} \cdot \mathbf{n}) \mathbf{W} \cdot \mathbf{n} . \tag{51}
\end{equation*}
$$

By applying property (iv) of Lemma 7 to Equation (51) we obtain

$$
\begin{equation*}
M=D \mathbf{V n} \cdot \mathbf{n} w_{n}-v_{\Sigma} \cdot \nabla_{\Sigma} w_{n} \tag{52}
\end{equation*}
$$

Thus, $I I$ can now be written as

$$
\begin{equation*}
I I=\int_{\Sigma} F\left\{D \mathbf{V} \mathbf{n} \cdot \mathbf{n} w_{n}-\mathbf{v}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} w_{n}\right\}+\left(\frac{\partial F}{\partial \mathbf{n}}+\kappa F\right) v_{n} w_{n} \mathrm{~d} \Sigma . \tag{53}
\end{equation*}
$$

After substituting Equation (41) into Equation (53) and arranging the terms, we have

$$
\begin{aligned}
I I= & \int_{\Sigma} F(D \mathbf{V}) \mathbf{W} \cdot \mathbf{n}-\mathbf{w}_{\boldsymbol{\Sigma}} \cdot\left(\nabla_{\Sigma} v_{n}-D^{2} b \mathbf{v}_{\boldsymbol{\Sigma}}\right)-\mathbf{v}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} w_{n}+\left(\frac{\partial F}{\partial \mathbf{n}}+\kappa F\right) v_{n} w_{n} \mathrm{~d} \Sigma \\
= & \int_{\Sigma}\left(\frac{\partial F}{\partial \mathbf{n}}+\kappa F\right) v_{n} w_{n}+F\left(D^{2} b \mathbf{v}_{\boldsymbol{\Sigma}} \cdot \mathbf{w}_{\boldsymbol{\Sigma}}-\mathbf{v}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} w_{n}-\mathbf{w}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} v_{n}\right) \mathrm{d} \Sigma \\
& +\int_{\Sigma} F(D \mathbf{V}) \mathbf{W} \cdot \mathbf{n} \mathbf{d} \Sigma .
\end{aligned}
$$

Using property (iii) of Lemma 7 we obtain:

$$
\begin{align*}
I I= & \int_{\Sigma}\left(\frac{\partial F}{\partial \mathbf{n}}+\kappa F\right) v_{n} w_{n}+F\left(D_{\Sigma} \mathbf{n} \mathbf{v}_{\boldsymbol{\Sigma}} \cdot \mathbf{w}_{\boldsymbol{\Sigma}}-\mathbf{v}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} w_{n}-\mathbf{w}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} v_{n}\right) \mathrm{d} \Sigma \\
& +\int_{\Sigma} F(D \mathbf{V}) \mathbf{W} \cdot \mathbf{n} \mathrm{d} \Sigma \tag{54}
\end{align*}
$$

Using the following identities

$$
\begin{equation*}
\mathbf{v}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} w_{n}=\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{w}\right) \mathbf{v}_{\boldsymbol{\Sigma}}+v_{\boldsymbol{\Sigma}} \cdot D \mathbf{n w}_{\boldsymbol{\Sigma}} \quad \text { and } \quad \mathbf{w}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} v_{n}=\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{v}\right) \mathbf{w}_{\boldsymbol{\Sigma}}+\mathbf{w}_{\boldsymbol{\Sigma}} \cdot D \mathbf{n v}_{\boldsymbol{\Sigma}} \tag{55}
\end{equation*}
$$

we obtain:

$$
\begin{aligned}
& D_{\Sigma} \mathbf{n} \mathbf{v}_{\boldsymbol{\Sigma}} \cdot \mathbf{w}_{\boldsymbol{\Sigma}}-\mathbf{v}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} w_{n}-\mathbf{w}_{\boldsymbol{\Sigma}} \cdot \nabla_{\Sigma} v_{n} \\
& =D_{\Sigma} \mathbf{n \mathbf { v } _ { \boldsymbol { \Sigma } }} \cdot \mathbf{w}_{\boldsymbol{\Sigma}}-\mathbf{n} \cdot\left(D_{\boldsymbol{\Sigma}} \mathbf{w}\right) \mathbf{v}_{\boldsymbol{\Sigma}}-\mathbf{v}_{\boldsymbol{\Sigma}} \cdot D \mathbf{n w}_{\boldsymbol{\Sigma}}-\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{v}\right) \mathbf{w}_{\boldsymbol{\Sigma}}-w_{\boldsymbol{\Sigma}} \cdot D \mathbf{n v}_{\boldsymbol{\Sigma}} \\
& =-\mathbf{v}_{\boldsymbol{\Sigma}} \cdot\left(D_{\Sigma} \mathbf{n}\right) \mathbf{w}_{\boldsymbol{\Sigma}}-\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{v}\right) \mathbf{w}_{\boldsymbol{\Sigma}}-\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{w}\right) \mathbf{v}_{\boldsymbol{\Sigma}} .
\end{aligned}
$$

Inserting into Equation (54) one arrives at

$$
\begin{align*}
I I= & \int_{\Sigma}\left\{\left(\frac{\partial F}{\partial \mathbf{n}}+\kappa F\right) v_{n} w_{n}-F\left(\mathbf{v}_{\boldsymbol{\Sigma}} \cdot\left(D_{\Sigma} \mathbf{n}\right) \mathbf{w}_{\boldsymbol{\Sigma}}+\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{v}\right) \mathbf{w}_{\boldsymbol{\Sigma}}+\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{w}\right) \mathbf{v}_{\boldsymbol{\Sigma}}\right)\right\} \mathrm{d} \Sigma \\
& +\int_{\Sigma} F(D \mathbf{V}) \mathbf{W} \cdot \mathbf{n} \mathrm{d} \Sigma . \tag{56}
\end{align*}
$$

Replacing the second integral in Equation (46) by the expression Equation (56) and affixing the constant $\frac{1}{2}$ to the integrals, we obtain the second-order shape derivative of $J$ :

$$
\begin{aligned}
d^{2} J(\Omega ; \mathbf{V} ; \mathbf{W})= & \frac{1}{2} \int_{\Sigma} F_{W}^{\prime} v_{n}+\left(\frac{\partial F}{\partial \mathbf{n}}+\kappa F\right) v_{n} w_{n} \mathrm{~d} \Sigma \\
& -\frac{1}{2} \int_{\Sigma} F\left(\mathbf{v}_{\boldsymbol{\Sigma}} \cdot\left(D_{\Sigma} \mathbf{n}\right) \mathbf{w}_{\boldsymbol{\Sigma}}+\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{v}\right) \mathbf{w}_{\boldsymbol{\Sigma}}+\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{w}\right) \mathbf{v}_{\boldsymbol{\Sigma}}\right) \mathrm{d} \Sigma \\
& +\frac{1}{2} \int_{\Sigma} F(D \mathbf{V}) \mathbf{W} \cdot \mathbf{n} \mathrm{d} \Sigma
\end{aligned}
$$

where $F_{W}^{\prime}$ is given by equation (47) and $F$ is given by

$$
\begin{equation*}
F=\lambda^{2}-\left(\nabla u_{D} \cdot \mathbf{n}\right)^{2}+2 \lambda \kappa u_{N}-\left(\nabla u_{N} \cdot \tau\right)^{2} . \tag{57}
\end{equation*}
$$

This derivative coincides with the result obtained by using the approach of Sokolowski and Zolesio [22] and a domain differentiation approach (cf. [21]). Furthermore, this derivative can be shown to be a sum of symmetric and non-symmetric part in agreement with Equation (30):

$$
d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})=\frac{1}{2} \int_{\Sigma}\left\{F_{W}^{\prime} v_{n}+\left(\frac{\partial F}{\partial \mathbf{n}}+\kappa F\right) v_{n} w_{n}-F K\right\} \mathrm{d} \Sigma+\frac{1}{2} \int_{\Sigma} F(D \mathbf{V}) \mathbf{W} \cdot \mathbf{n} \mathrm{d} \Sigma,
$$

where $K=\mathbf{v}_{\boldsymbol{\Sigma}} \cdot\left(D_{\Sigma} \mathbf{n}\right) \mathbf{w}_{\boldsymbol{\Sigma}}+\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{v}\right) \mathbf{w}_{\boldsymbol{\Sigma}}+\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{w}\right) \mathbf{v}_{\boldsymbol{\Sigma}}$. Finally, this can be expressed explicitly as $d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})=\int_{\Sigma}\left[S\left(-\frac{\partial u_{D}}{\partial \mathbf{n}} w_{n}\right)\right]\left[-\frac{\partial u_{D}}{\partial \mathbf{n}} v_{n}\right] \mathrm{d} \Sigma$

$$
+\int_{\Sigma} \lambda\left\{\operatorname{Tr}\left[D\left((D \mathbf{W} \mathbf{n} \cdot \mathbf{n}) \mathbf{n}-(D \mathbf{W})^{T} \mathbf{n}\right)-D \mathbf{n} D \mathbf{W}\right]-\nabla \kappa \cdot \mathbf{W}\right\} u_{N} v_{n} \mathrm{~d} \Sigma
$$

$$
+\int_{\Sigma} \lambda \kappa R\left[\operatorname{div}_{\Sigma}\left(w_{n} \nabla_{\Sigma} u_{N}\right)+w_{n} \kappa \lambda\right] v_{n} \mathrm{~d} \Sigma
$$

$$
-\int_{\Sigma} \frac{\partial u_{N}}{\partial \tau}\left\{\nabla\left[R\left(\operatorname{div}_{\Sigma}\left(w_{n} \nabla_{\Sigma} u_{N}\right)+w_{n} \kappa \lambda\right)\right] \cdot \tau\right\} v_{n} \mathrm{~d} \Sigma
$$

$$
-\int_{\Sigma} \frac{\partial u_{N}}{\partial \tau}\left\{\nabla u_{N} \cdot\left[\left((D \mathbf{W})^{T} \mathbf{n} \cdot \tau\right) \mathbf{n}-(D \tau) \mathbf{W}\right]\right\} v_{n} \mathbf{d} \Sigma
$$

$$
+\int_{\Sigma} \kappa\left(\frac{\partial u_{D}}{\partial \mathbf{n}}\right)^{2} v_{n} w_{n} \mathrm{~d} \Sigma+\int_{\Sigma}\left(\lambda u_{N} \frac{\partial \kappa}{\partial \mathbf{n}}+\kappa \lambda^{2}\right) \mathrm{d} \Sigma
$$

$$
+\frac{1}{2} \int_{\Sigma}\left\{\left[\lambda^{2}-\left(\frac{\partial u_{D}}{\partial \mathbf{n}}\right)^{2}+2 \lambda \kappa u_{N}-\left(\frac{\partial u_{N}}{\partial \tau}\right)^{2}\right]\right.
$$

$$
\left.\left[\kappa v_{n} w_{n}-\left(\mathbf{v}_{\boldsymbol{\Sigma}} \cdot D_{\Sigma} \mathbf{n} \mathbf{w}_{\boldsymbol{\Sigma}}+\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{v}\right) \mathbf{w}_{\boldsymbol{\Sigma}}+\mathbf{n} \cdot\left(D_{\Sigma} \mathbf{w}\right) \mathbf{v}_{\boldsymbol{\Sigma}}\right)\right]\right\} \mathrm{d} \Sigma
$$

$$
\begin{equation*}
+\frac{1}{2} \int_{\Sigma}\left[\lambda^{2}-\left(\frac{\partial u_{D}}{\partial \mathbf{n}}\right)^{2}+2 \lambda \kappa u_{N}-\left(\frac{\partial u_{N}}{\partial \tau}\right)^{2}\right][(D \mathbf{V}) \mathbf{W} \cdot \mathbf{n}] \mathrm{d} \Sigma \tag{58}
\end{equation*}
$$

where $S$ and $R$ are the Steklov-Poincaré operators ( $c f .[1,31]$ ) defined, respectively, by

$$
\begin{equation*}
S u^{*}=\frac{\partial w^{*}}{\partial \mathbf{n}} \tag{59}
\end{equation*}
$$

where $w^{*}$ solves

$$
\left\{\begin{array}{rll}
-\Delta w^{*} & =0 & \text { in } \Omega,  \tag{60}\\
w^{*} & =0 & \text { on } \Gamma, \\
w^{*} & =u^{*} & \\
\text { on } \Sigma,
\end{array}\right.
$$

and

$$
\begin{equation*}
R\left(\frac{\partial w^{*}}{\partial \mathbf{n}}\right)=u^{*} \tag{61}
\end{equation*}
$$

where $u^{*}$ satisfies

$$
\left\{\begin{align*}
-\Delta u^{*} & =0 & & \text { in } \Omega,  \tag{62}\\
u^{*} & =0 & & \text { on } \Gamma, \\
\frac{\partial u^{*}}{\partial \mathbf{n}} & =\frac{\partial w^{*}}{\partial \mathbf{n}} & & \text { on } \Sigma .
\end{align*}\right.
$$

See [21] for more discussions.

### 4.2. Shape Derivative at the Solution of the Bernoulli Problem

At the solution of the Bernoulli problem, we have the following result
Theorem 8. If $u=u(\Omega)$ is such that $u=u_{D}=u_{N}$, where $u_{D}$ and $u_{N}$ satisfy the Dirichlet problem Equation (3) and the Neumann problem Equation (4), respectively, then the first- and second-order shape derivatives of the Kohn-Vogelius cost functional $J$ defined by

$$
J(\Omega)=\frac{1}{2} \int_{\Omega}\left|\nabla\left(u_{D}-u_{N}\right)\right|^{2} d x
$$

are given by

$$
\begin{align*}
d J(\Omega ; \mathbf{V}) & =0, \quad \text { and } \\
d^{2} J(\Omega ; \mathbf{V}, \mathbf{W}) & =\int_{\Sigma} 2 \lambda^{2} \kappa w_{n} v_{n}+\lambda^{2}\left[S\left(w_{n}\right)+S^{-1}\left(\kappa w_{n}\right) \kappa\right] v_{n} \tag{63}
\end{align*}
$$

We provide the proof by following closely Tiihonen's work [1]. The idea is to decompose the first-order shape derivative of $J$ and we differentiate each term by employing the same techniques that are used in deriving the first-order shape derivative.
Proof. We begin the proof by rewriting the first-order shape derivative Equation (43) as

$$
\begin{align*}
d J(\Omega ; \mathbf{V}) & =\frac{1}{2} \int_{\Sigma}\left(\lambda^{2}-\left(\frac{\partial u_{D}}{\partial \mathbf{n}}\right)^{2}\right) v_{n} \mathrm{~d} s+\int_{\Sigma} \lambda \kappa u_{N} v_{n} \mathrm{~d} s-\frac{1}{2} \int_{\Sigma}\left(\nabla u_{N} \cdot \tau\right)^{2} v_{n} \mathrm{~d} s \\
& =: I_{1}+I_{2}+I_{3} . \tag{64}
\end{align*}
$$

Clearly, for $u_{D}=u_{N}$, Equation (64) vanishes. Now, we differentiate the expression Equation (64) term by term in the direction of the deformation field $\mathbf{W}$. First, for $I_{1}$, because $\frac{\partial u_{D}}{\partial \tau}=0,\left(\frac{\partial u_{D}}{\partial \mathbf{n}}\right)^{2}=\left|\nabla u_{D}\right|^{2}$. Furthermore, because $\mathbf{V}$ vanishes on $\Gamma$, by applying the Stoke's formula we obtain

$$
\begin{align*}
I_{1} & =\frac{1}{2} \int_{\Sigma}\left(\lambda^{2}-\left(\frac{\partial u_{D}}{\partial \mathbf{n}}\right)^{2}\right) \mathbf{V} \cdot \mathbf{n} \mathrm{d} s=\frac{1}{2} \int_{\Sigma}\left(\mathbf{V}\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right)\right) \cdot \mathbf{n} \mathrm{d} s \\
& =\frac{1}{2} \int_{\partial \Omega}\left(\mathbf{V}\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right)\right) \cdot \mathbf{n} \mathrm{d} s=\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{V}\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right)\right) \mathrm{d} x . \tag{65}
\end{align*}
$$

We then apply the domain differentiation formula Equation (21) to the domain integral Equation (65) to obtain

$$
\begin{aligned}
d I_{1}(\Omega ; \mathbf{W}) & =-\int_{\Omega} \operatorname{div}\left(\mathbf{V}\left(\nabla u_{D} \cdot \nabla u_{D, W}^{\prime}\right)\right)+\frac{1}{2} \int_{\Sigma} \operatorname{div}\left(\mathbf{V}\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right)\right) w_{n} \\
& :=I_{1,1}+I_{1,2}
\end{aligned}
$$

Here, $u_{D, W}^{\prime}$ is the shape derivative of $u_{D}$ at $\Omega$ in the direction $\mathbf{W}$, satisfying Equation (48). We apply the Steklov-Poincaré operator $S$. We use the Stoke's theorem for the second time and consider $\mathbf{V}=0$ on $\Gamma$ to get

$$
\begin{aligned}
I_{1,1} & =-\int_{\Omega} \operatorname{div}\left(\mathbf{V}\left(\nabla u_{D} \cdot \nabla u_{D, W}^{\prime}\right)\right)=-\int_{\Sigma} \nabla u_{D} \cdot \nabla u_{D, W}^{\prime} v_{n} \mathrm{~d} s=-\int_{\Sigma} \frac{\partial u_{D, W}^{\prime}}{\partial \mathbf{n}} \frac{\partial u_{D}}{\partial \mathbf{n}} v_{n} \mathrm{~d} s \\
& =-\int_{\Sigma}\left[S\left(u_{D, W}^{\prime}\right)\right] \frac{\partial u_{D}}{\partial \mathbf{n}} v_{n}=\int_{\Sigma}\left[S\left(\frac{\partial u_{D}}{\partial \mathbf{n}} w_{n}\right)\right] \frac{\partial u_{D}}{\partial \mathbf{n}} v_{n} \mathrm{~d} s .
\end{aligned}
$$

At the solution, we have

$$
\begin{equation*}
I_{1,1}=\int_{\Sigma}\left[S\left(\frac{\partial u_{D}}{\partial \mathbf{n}} w_{n}\right)\right] \frac{\partial u_{D}}{\partial \mathbf{n}} v_{n}=\int_{\Sigma}\left[S\left(\frac{\partial u_{N}}{\partial \mathbf{n}} w_{n}\right)\right] \frac{\partial u_{N}}{\partial \mathbf{n}} v_{n}=\int_{\Sigma} \lambda^{2}\left[S\left(w_{n}\right)\right] v_{n} \mathrm{~d} s \tag{66}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\operatorname{div}(g \mathbf{F})=g \operatorname{div} \mathbf{F}+\mathbf{F} \cdot \nabla g \tag{67}
\end{equation*}
$$

for sufficiently smooth function $g$ and vector field $\mathbf{F}$. Applying this property of divergence, we write $I_{1,2}$ as

$$
\begin{aligned}
I_{1,2} & =\frac{1}{2} \int_{\Sigma} \operatorname{div}\left(\mathbf{V}\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right)\right) w_{n} \\
& =\frac{1}{2} \int_{\Sigma}\left[\left(\nabla\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right) \cdot \mathbf{V}+\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right) \operatorname{div} \mathbf{V}\right) w_{n}\right] \mathrm{d} s .
\end{aligned}
$$

Now, let us compute $\int_{\Sigma} \nabla\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right) \cdot \mathbf{V} w_{n}$. By writing $\mathbf{V}$ in terms of its normal and tangential components we obtain

$$
\begin{align*}
\nabla\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right) \cdot \mathbf{V} & =\left(\nabla\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right) \cdot \mathbf{n}\right) v_{n}+\nabla\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right) \cdot \mathbf{v}_{\boldsymbol{\Sigma}} \\
& =\frac{\partial\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right)}{\partial \mathbf{n}} v_{n}+\mathbf{v}_{\Sigma} \cdot\left(\nabla_{\Sigma}\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right)\right), \tag{68}
\end{align*}
$$

where $\mathbf{v}_{\Sigma}$ is the tangential component of $\mathbf{V}$ on $\Sigma$ and $\nabla_{\Sigma}$ is the tangential gradient on $\Sigma$. Using Equation (68), $I_{1,2}$ can now be written as

$$
\begin{aligned}
I_{1,2}= & \frac{1}{2} \int_{\Sigma}(\operatorname{div} \mathbf{V})\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right) w_{n}+\frac{1}{2} \int_{\Sigma} \mathbf{v}_{\Sigma} \cdot \nabla_{\Sigma}\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right) w_{n} \\
& +\frac{1}{2} \int_{\Sigma} \frac{\partial\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right)}{\partial \mathbf{n}} v_{n} w_{n} .
\end{aligned}
$$

Because $\left|\nabla u_{D}\right|^{2}=\lambda^{2}$, we have

$$
I_{1,2}=\frac{1}{2} \int_{\Sigma} \frac{\partial\left(\lambda^{2}-\left|\nabla u_{D}\right|^{2}\right)}{\partial \mathbf{n}} v_{n} w_{n} .
$$

Thus, $I_{1,2}$ simplifies to

$$
\left.I_{1,2}=\frac{1}{2} \int_{\Sigma} v_{n} w_{n}\left(-2\left(\nabla u_{D} \cdot \mathbf{n}\right)\right)\left(\nabla \frac{\partial u_{D}}{\partial \mathbf{n}} \cdot \mathbf{n}\right)\right) \mathrm{d} s=-\int_{\Sigma} \frac{\partial u_{D}}{\partial \mathbf{n}} \frac{\partial^{2} u_{D}}{\partial \mathbf{n}^{2}} v_{n} w_{n} \mathrm{~d} s
$$

One can show that $\frac{\partial^{2} u_{D}}{\partial \mathbf{n}^{2}}=-\kappa \frac{\partial u_{D}}{\partial \mathbf{n}}$. This implies that

$$
I_{1,2}=\int_{\Sigma} v_{n} w_{n}\left(\frac{\partial u_{D}}{\partial \mathbf{n}}\right)^{2} \kappa \mathrm{~d} s
$$

Thus, at the solution of the Bernoulli problem, we have

$$
\begin{equation*}
I_{1,2}=\int_{\Sigma} \lambda^{2} \kappa v_{n} w_{n} \mathrm{~d} s \tag{69}
\end{equation*}
$$

Combining Equations (69) and (66), we write $d I_{1}(\Omega ; \mathbf{W})$ as

$$
\begin{equation*}
d I_{1}(\Omega ; \mathbf{W})=\int_{\Sigma} \lambda^{2}\left[S\left(w_{n}\right)\right]\left(v_{n}\right) \mathrm{d} s+\int_{\Sigma} \lambda^{2} \kappa v_{n} w_{n} \mathrm{~d} s \tag{70}
\end{equation*}
$$

Next, we differentiate $I_{2}=\int_{\Sigma} \lambda \kappa u_{N} v_{n} \mathrm{~d} s$ using Equation (21):

$$
\begin{aligned}
d I_{2}(\Omega ; \mathbf{W})= & \int_{\Sigma}\left(\lambda \kappa u_{N} v_{n}\right)^{\prime}+\int_{\Sigma}\left[\frac{\partial}{\partial \mathbf{n}}\left(\lambda \kappa u_{N} v_{n}\right)+\kappa\left(\lambda \kappa u_{N} v_{n}\right)\right] w_{n} \mathrm{~d} s \\
& =\int_{\Sigma} \lambda\left[u_{N, W}^{\prime}\left(\kappa v_{n}\right)+u_{N}\left(\kappa v_{n}\right)^{\prime}\right]+\int_{\Sigma}\left(\lambda \frac{\partial}{\partial \mathbf{n}}\left(\kappa u_{N} v_{n}\right) \mathrm{d} s+\lambda \kappa^{2} u_{N} v_{n}\right) w_{n} \mathrm{~d} s,
\end{aligned}
$$

where $u_{N, W}^{\prime}$ satisfies Equation (49). At the solution, we obtain

$$
\begin{equation*}
d I_{2}(\Omega ; \mathbf{W})=\int_{\Sigma} \lambda u_{N, W}^{\prime} \kappa v_{n}+\int_{\Sigma} \lambda\left[\frac{\partial}{\partial \mathbf{n}}\left(\kappa u_{N} v_{n}\right)\right] w_{n}=: A+B \tag{71}
\end{equation*}
$$

which is expressed in terms of integrals $A$ and $B$. Applying the Steklov-Poincaré operator to $u_{N, W}^{\prime}$ at the solution of the Bernoulli problem we obtain $u_{N, W}^{\prime}=S^{-1}\left(\lambda \kappa w_{n}\right)$. Thus we write $A$ as

$$
\begin{equation*}
A=\frac{1}{2} \int_{\Sigma} \lambda^{2} \kappa\left(S^{-1}\left(\kappa w_{n}\right)\right) v_{n} \mathrm{~d} s . \tag{72}
\end{equation*}
$$

Computing $B$ we have

$$
B=\int_{\Sigma} \lambda\left[\frac{\partial u_{N}}{\partial \mathbf{n}}\left(\kappa v_{n}\right)+u_{N} \frac{\partial}{\partial \mathbf{n}}\left(\kappa v_{n}\right)\right] w_{n} \mathbf{d} s .
$$

Thus, at the solution we obtain

$$
\begin{equation*}
B=\int_{\Sigma} \lambda^{2} \kappa v_{n} w_{n} \mathrm{~d} s . \tag{73}
\end{equation*}
$$

Therefore, by combining Equations (72) and (73) we have

$$
\begin{equation*}
d I_{2}(\Omega ; \mathbf{W})=\int_{\Sigma}\left(\left(S^{-1}\left(\kappa w_{n}\right)+w_{n}\right) \lambda^{2} \kappa v_{n} \mathrm{~d} s .\right. \tag{74}
\end{equation*}
$$

Finally for $I_{3}$, we compute its derivative in the direction W in a manner similar to that in computing $d I_{1}(\Omega ; \mathbf{W})$. Applying the identity $\left|\nabla u_{N}\right|^{2}=\left(\frac{\partial u_{N}}{\partial \mathbf{n}}\right)^{2}+\left(\frac{\partial u_{N}}{\partial \tau}\right)^{2}$ and the Stoke's formula, we obtain

$$
I_{3}=\frac{1}{2} \int_{\Sigma}\left(\frac{\partial u_{N}}{\partial \tau}\right)^{2} v_{n}=\frac{1}{2} \int_{\Sigma}\left(\lambda^{2}-\left|\nabla u_{N}\right|^{2}\right) v_{n}=\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{V}\left(\lambda^{2}-\left|\nabla u_{N}\right|^{2}\right)\right) \mathrm{d} x .
$$

Differentiating $I_{3}$ in the direction $\mathbf{W}$ by using Equation (21), we get

$$
d I_{3}(\Omega ; \mathbf{W})=-\int_{\Omega} \operatorname{div}\left(\mathbf{V}\left(\nabla u_{D} \cdot \nabla u_{N, W}^{\prime}\right)\right)+\frac{1}{2} \int_{\Sigma} \operatorname{div}\left(\mathbf{V}\left(\lambda^{2}-\left|\nabla u_{N}\right|^{2}\right)\right) w_{n}:=I_{3,1}+I_{3,2} .
$$

$I_{3,1}$ can be written as

$$
I_{3,1}=-\int_{\Sigma} \nabla u_{N} \cdot \nabla u_{N, W}^{\prime} v_{n} \mathrm{~d} s=-\int_{\Sigma}\left(\frac{\partial u_{N}}{\partial \mathbf{n}} \frac{\partial u_{N, W}^{\prime}}{\partial \mathbf{n}}+\frac{\partial u_{N}}{\partial \tau} \frac{\partial u_{N, W}^{\prime}}{\partial \mathbf{n}}\right) v_{n} \mathrm{~d} s
$$

At the solution, we have

$$
\begin{equation*}
I_{3,1}=-\int_{\Sigma} \lambda\left[\operatorname{div}_{\Sigma}\left(w_{n} \nabla_{\Sigma} u_{N}\right)+w_{n} \kappa \lambda\right] v_{n} \mathrm{~d} s . \tag{75}
\end{equation*}
$$

Since $\operatorname{div}_{\Sigma}\left(w_{n} \nabla_{\Sigma} u_{N}\right)$ is zero at the solution, equation (75) can be simplified as

$$
\begin{equation*}
I_{3,1}=-\int_{\Sigma} \kappa \lambda^{2} v_{n} w_{n} . \tag{7}
\end{equation*}
$$

Next, we write $I_{3,2}$ as

$$
\begin{aligned}
I_{3,2} & =\frac{1}{2} \int_{\Sigma} \operatorname{div}\left(\mathbf{V}\left(\lambda^{2}-\left|\nabla u_{N}\right|^{2}\right)\right) w_{n} \\
& =\frac{1}{2} \int_{\Sigma}\left[\left(\nabla\left(\lambda^{2}-\left|\nabla u_{N}\right|^{2}\right) \cdot \mathbf{V}+\left(\lambda^{2}-\left|\nabla u_{N}\right|^{2}\right) \operatorname{div} \mathbf{V}\right) w_{n}\right] \mathrm{d} s
\end{aligned}
$$

At the solution, $\left|\nabla u_{N}\right|^{2}=\left|\nabla u_{D}\right|^{2}=\lambda^{2}$ on $\Sigma$. Thus, we have

$$
I_{3,2}=\frac{1}{2} \int_{\Sigma}\left(\nabla\left(\lambda^{2}-\left|\nabla u_{N}\right|^{2}\right) \cdot \mathbf{V}\right) w_{n}=\frac{1}{2} \int_{\Sigma} \frac{\partial\left(\lambda^{2}-\left|\nabla u_{N}\right|^{2}\right)}{\partial \mathbf{n}} v_{n} w_{n}
$$

We further simplify this as follows

$$
\left.I_{3,2}=-\frac{1}{2} \int_{\Sigma} v_{n} w_{n}\left(2\left(\nabla u_{N} \cdot \mathbf{n}\right)\right)\left(\nabla \frac{\partial u_{N}}{\partial \mathbf{n}} \cdot \mathbf{n}\right)\right) \mathrm{d} s=-\int_{\Sigma} \frac{\partial u_{N}}{\partial \mathbf{n}} \frac{\partial^{2} u_{N}}{\partial \mathbf{n}^{2}} v_{n} w_{n} \mathrm{~d} s
$$

Since $\frac{\partial^{2} u_{N}}{\partial \mathbf{n}^{2}}=-\kappa \frac{\partial u_{N}}{\partial \mathbf{n}}$ at the solution, it follows that

$$
\begin{equation*}
I_{3,2}=\int_{\Sigma} \lambda^{2} \kappa v_{n} w_{n} \mathrm{~d} s \tag{77}
\end{equation*}
$$

Combining Equations (76) and (77), we get $d I_{3}(\Omega ; \mathbf{W})=0$.
Therefore, the second-order shape derivative of $J$ is just the sum of equations (70) and (74):

$$
d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})=\int_{\Sigma} \lambda^{2}\left[S\left(w_{n}\right)\right]\left(v_{n}\right) \mathrm{d} s+\int_{\Sigma} \lambda^{2} \kappa v_{n} w_{n} \mathrm{~d} s+\int_{\Sigma}\left(\left(S^{-1}\left(\kappa w_{n}\right)+w_{n}\right) \lambda^{2} \kappa v_{n} \mathrm{~d} s\right.
$$

Simplifying, we obtain equation (63). This completes the proof. Because $S$ is bijective and symmetric, it follows that at the solution of the Bernoulli problem $d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})$ is symmetric.
Remark 4. The result can also be obtained using the explicit form Equation (58). Note that, at the solution of the Bernoulli problem, we have $\nabla u_{D} \cdot \mathbf{n}=\frac{\partial u_{D}}{\partial \mathbf{n}}=\frac{\partial u_{N}}{\partial \mathbf{n}}=\lambda$, and $\nabla u_{N} \cdot \tau=\frac{\partial u_{N}}{\partial \tau}=$ $\frac{\partial u_{D}}{\partial \tau}=0$ because $u_{D}=0$ on $\Sigma$. Hence,

$$
F=\lambda^{2}-\left(\frac{\partial u_{D}}{\partial \mathbf{n}}\right)^{2}+2 \lambda \kappa u_{N}-\left.\left(\frac{\partial u_{N}}{\partial \tau}\right)^{2}\right|_{u_{D}=u_{N}}=0
$$

which implies that $d J(\Omega ; \mathbf{V})=0$. Thus, the last two integrals in Equation (58) vanish and we write the remaining integrals as

$$
d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})=J_{1}+J_{2}+J_{3}+J_{4}+J_{5}+J_{6}
$$

At the solution, we find

$$
J_{1}=\int_{\Sigma}\left[S\left(-\frac{\partial u_{D}}{\partial \mathbf{n}} w_{n}\right)\right]\left[-\frac{\partial u_{D}}{\partial \mathbf{n}} v_{n}\right] \mathrm{d} \Sigma=\int_{\Sigma} \lambda^{2}\left(S\left(w_{n}\right)\right) v_{n}
$$

where $S$ is the Steklov-Poincaré operator defined by Equation (59).
$J_{2}$ vanishes because $u_{N}=u_{D}=0$ on $\Sigma$. At the solution, $R=S^{-1}$, and so $J_{3}$ can be simplified as follows:

$$
\begin{aligned}
J_{3} & =\int_{\Sigma} \lambda \kappa R\left(\operatorname{div}_{\Sigma}\left(w_{n} \nabla_{\Sigma} u_{N}\right)+w_{n} \kappa \lambda\right) v_{n} \mathrm{~d} \Sigma \\
& =\int_{\Sigma} \lambda \kappa S^{-1}\left(\operatorname{div}_{\Sigma}\left(w_{n} \nabla_{\Sigma} u_{N}\right)+w_{n} \kappa \lambda\right) v_{n} \mathrm{~d} \Sigma
\end{aligned}
$$

We also note that at the solution, $\operatorname{div}_{\Sigma}\left(w_{n} \nabla_{\Sigma} u_{N}\right)=0$, so $J_{3}$ is simplified as

$$
J_{3}=\int_{\Sigma} \lambda \kappa S^{-1}\left(\lambda \kappa w_{n}\right) v_{n}=\int_{\Sigma} \lambda^{2} \kappa S^{-1}\left(\kappa w_{n}\right) v_{n} .
$$

Furthermore, for $u_{D}=u_{N}$, we have $\frac{\partial u_{N}}{\partial \tau}=\frac{\partial u_{D}}{\partial \tau}=0$ on $\Sigma$. Hence, $J_{4}$ and $J_{5}$ do not contribute at all. Lastly, $J_{6}$ can be simplified as

$$
J_{6}=2 \int_{\Sigma} \kappa \lambda^{2} v_{n} w_{n}
$$

Therefore, at the solution of the Bernoulli problem, $d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})$ simplifies to

$$
d^{2} J(\Omega ; \mathbf{V}, \mathbf{W})=\int_{\Sigma} \lambda^{2}\left(S w_{n}\right) v_{n} \mathbf{d} \Sigma+\int_{\Sigma} \lambda^{2}\left(S^{-1}\left(\kappa w_{n}\right)\right) \kappa v_{n} \mathbf{d} \Sigma+\int_{\Sigma} 2 \lambda^{2} \kappa w_{n} v_{n} \mathbf{d} \Sigma .
$$

This result is given in [21] and we see that it coincides with the result given in this paper.
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